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Over the five past years, a strean of research at the politec-

nico di Milano (Italy) has been in the nethodology of modell ing

and ident i f i ca t ion  o f  t ime ser ies  by  means o f  l inear  sys tens .

Severa l  spec ia l i s ts  o f  d i f fe ren t  backgrounds,  inc lud ing  Sys tem

and Cont ro l  Theory ,  S ta t i s t i cs ,  Econone l r i cs ,  Numer lca l

Ana lys is ,  v is i ted  the  Po l i tecn ico  cont r ibu t ing  w i th  the i r  ta lks

to setting up a workshop on the subject. The train of ideas

underlying this activity was to develop a system-theoretic

point of view for the arl of modelting,

This book is a partial report of such an actj-vity. The varj-ous

chapters are extended introductory papers overviewing important

advanced topics in the fiefd. They also constitute useful

introductions to research directions of current interest.

The book is organized as follows. The first chapter is an

introductLon to lhe use of stochastic nodels in time seraes

analysis. The problem of nodell ing is interpreted here as the

problem of f inding the l inear model lrhich is the best

approximant for the data at hand. Among other things the use

of  c r i te r j .a  such as  AIC or  B IC 1s  c r i t i ca l l y  d iscussed.  Moreover ,

the problem of deternining a suitable rational transfer function

approximation is studied as tbe problen of approximating the

ilf j-nite Hankel natrix of the impulse response coefficients

with a Hankel matrix of f inite rank. Linear systems where alf

observed variables are subject to errors are consj"dered in the

second chapter. The motivation is that prejudicial causality

assumtions can then be avoided. A netr class of dynamic models



for t irne series j.s proposed in the third chapter. These models
are based on the classlcal Factor Analysis approach, and are
strictly related to the systems introduced in Chapter 2. The
fourth chapter is devoted to tbe so ca11ed Mlnj.rnum Description
Length approach. A nodel is then judged by the number of binary
digtts with which it permits lo encode the observed data. ThLs
leads to the notion of stochastic complexity of the data, as
the shortest number of binary digits with which it perr0ats to
encode the observed data. Chapter 5 deal-s r4,ith systems with period_
ically t ine-varying coefficients. whrch can be used to describe

seasonal t ine serles. The attention focuses here on the basic
s t ruc tu ra l  p roper t ies  o f  these sys temsf  1 .e .  reachab i l i t y ,
stabil izabiLity and so on. The roLe played by these properr.les
in the alalysj.s of stochastic periodic systems is touched upon.
Some nr.merical- problems in l inear systern theory are considered
in the sixth chapter. An extensive overview of the LU, eR,
Shur and Singular Value Decotnposition algori.thIns is provided.
Then, the problen of computing the reachabiLity subspace of a
titne-lnvariant system is studied. The last chapter ts devoted
to the discussion of some recent trends ln Econonerracs.

The volume can be used either as a textbook for monographic
on the subject or as a reference book providing researchers
the nain trends and perspectives in the field.

The editor explesses his sr-ncere acknow.ledgment to the ferlow
authors for their most valuable contributions, as well as
their care and patience j.n the preparation of the manuscrLpts.

The support of the Centro di Teoria dei Sisteni of the National
Research Council (C,N.R.) and that of the .Minj.stry of Education
(M.P. I .  )  l s  g ra te fu l l y  acknowtdqed.
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ABSTAACTS

Chapter 1 T]ME SERIES AND STOCHASTIC MODELS

D y  E . J .  d a n n a n

The basic concept of this paper is a l inear systern wherein

an  ouLpu t  y ( t ) ,  o f  q  componen ts ,  i s  r e fa ted  t o  an  i npu t ,

u(t) ,  of p components via a relat ion

v ( t ) W .  e  ( t - i ) L .  u  ( t - i )

W ( z )  =  1  N i " - ' ,  r , ( z l  =  t  L , z  
!

h h h
t  A . y ( t - i )  =  I  B . u ( t - i )  +  t  c .  e ( t - i )  ,
o ' 1 ' o '

+ t
1

rr 'herej-n the e(t) are the l inear prediction errors for

y ( t )  -  I  L .  u ( t - i " ) .  The ne thods  o f  the  paper  a re  subs tan t ia l l y

valid when the system is truly finear in the sense that l inear

prediction is optinal, but may prove useful over a much wider

range .

To bring the probfem back to reasonable proportions the

statistical nethods are based on the approx.imalion of the true

structure by one wherein the matrix functions

are approximated by matrices of rational functions. A brief

discussion is given of sone basic theory reLating to such an

approxirnation process. It is necessary. in the approxination

to choose the "order" of the approxinant, i.e. effectively

the maxinun lags in the ARMAX nodel,



to '^'hich the rational transfer function corresponds.

Various algorithms are descrj,bed that are basic in tine series

analysis anal are then used to effect a solution to the problem

of findj-ng a suitable approxirnant. The nain algorithn

described does this by a causs-Newton iteration in \rhich the

oraler is redeternj-ned at each .iteration by a calculation

recursive in the order.

Finall-y, on-line inplementations of the algorithm are

pxesented  fo r  the  case where  y ( t )  i s  sca la r .

Chapter 2 LINEAR ERRORS-IN-VARIABLES SYSTEMS

by M.  De is t le r

L inear  e r ro rs - in -var iab les  (EV)  sys tens ,  i .e .  l inear  sys tems

rthere all observed var.iables are subject to errors are

cons idered.  The s ta t l s t i ca l  ana lys is  o f  such sys tems tu rns

out to be significantly more complicated conpared to

conventj.onal errors in equations (e.9. ARMAX) systems. A

good part of these complications arises from the fact that

the transfer functlon of the system in the EV case, in

generaf, is not uniquely determined from the second moments

o f  the  observa t ions ,

The paper is organized as follows: In sect.ion 2 some rrell

known results concerning the static case are restated. In

sections 3 - 5 the lnformat-ion about the transfer function

contained in the (ensemble) second nonents of the observations

is analysed: In section 3 the set of all transfer functions
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corresponding to given second noments of the observations is

described. section 4 deals wlth the same problen when lhe

systen is a prior.i known to be causal and with the problem

whether causality can be detected from the second nonents of

the  observa t ions .  In  sec t ion  5  cond i t ions  fo r  iden t i f iab i l i t y

are  der ived .  Sec t ion  6 .dea1s w i th  cond i t ions  fo r  iden t i f iab i l i t y

usinq information coming from moments of order grealer than

two .

Chapter 3 A NEW CLASS OF DYNAMIC MODEI,S

FOR STATIONARY TIME SERIES

bY G .  P i cc i  and  S .  P inzon i

A  new  c lass  o f  dynamic  mode l s  f o r  s ta t i ona ry  t ime  se r i es  i s

p resen ted ,  They  a re  a  na tu ra l  gene ra l i za t i on  o f  t he  we l l -

known  l i nea r  Fac tov  Anc r l ! 6Zs  Mode l s  w ide l y  used  i n  s ta t i s t i c s

and Psychometrlcs. I t  is shown that the Factor Analysis

Models of t ime series considered . in this note reduce to (and

to sone extent clari fy the structure of l  DAnam'ic Et?oz'a-In-

Va r i abLe  ModeZs  d i scussed  i n  t he  recen t  l i t e ra tu re .  They

provide simple mathematical schenes for the identl f icat ion

of rnult ivariate t ime series which avoid the unjusti f ied

introduction of a pr. ior i  causaf i ty assumptions as for example

subsumed by conventional ARMAX models.
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Chapter 4 PREDICTIVE AND NONPREDICTIVE
MINIMUI.4 DESCRIPTION LENGTTI PRINCJPI,ES

by .t. Rlssanen

This chapter presents .in a tutorial nanner the basic ideas

behind the recently devefoped estination principle, called

Min inum Descr ip t ion  Length  pr inc ip les .  Br ie f l y .  a  s ta t . i s t i ca l

model is judged by the number of binary dj-gits with which it

pernits one to encode the observed data. The shortest code

length ava.i lable for models in a class is defined to be the

stochastic complexity of the data. Depending on how the

coding is done two kinds of stochastic complexities can be

defined, the predictive and the nonpredictive ones, which for:

large samples tend to the same value. The stochastic complexity

also sets a tight lower bound for the errors vrith which the

data can be predicted, The nodel associated with the compfexity

involves estimates both of the nunber of the parameters and

their values, r,rhich nay be taken to incorporate all the

statistical information that can be extracted fron the data

Lrith the considered models. Hence, we may say that the funda-

nentaf probler0s .in modeling are to calculate the stochast.ic

compfex iLy  and the  assoc ia ted  opL imal  node l .

As applications we describe the calculation of the stochastic

complexity of the data relative to the gaussian ARMA class

of models, both in the siogle and the multiple input/output

case.We i l lus t ra te  w i lh  s imu la t ions  the  cons is tency  o f  the

associated estinates of the number of the pararneters and the

structures. we also describe how the prior knowledge abouL

the parameters, as represented by their estinated values, can

be taken advantage of. The feasibil i ty of the scheme is

denonstrated by sirnulations.
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Chapter 5 DETERMINISTIC AND STOCHASTIC
LINEAR PERIODIC SYSTEMS

by S.  B  i t tan l  i

The main results concernlng the structural properties of

l inear periodic systens are reviewed. Both continuous-time

and discrete-tj-rne systems are dealt \,r ith. By a comparison with

tine-j,nvariant systens, f ive structural properties are

aliscussed. Tht:ee of them are basic properties concerning Lhe

reachabil ity and controlfabil ity subspaces, The fourth one

concerns the length of the tine interval requirecl to perforn

the reachabil ity and controllabil i ty transition. The nodal

(spec t ra l )  charac ter iza t ions  are  presented  as  f i f th  p roper ty .

The ex tended s t ruc tu ra l  p roper t ies  { i .e .  s tab i l i zab i l i t y  and

detectabil ity) are also dealt i,r ith. Finally. periodic stochastic

systems are consialered, The existence of a cyclostationary

solution is investigated by analizing the appropriate periodic

Lyapunov equation.

Chaptel 6 NUMERICA], PROBLEMS IN IINEAR SYSTEM THEoRY

by D.  Bo ley  and S.  B i t tan t i

We dj-scuss some numerical aspects in l inear systen theory.We

start by shol' ing the nunerical algorithn to soLve systems of

l inear equations and non-degenerate least squares problens. We

then move on to an introduction to more sophj-sticated matrix

decomposi.t ions. used to solve nore sophisticated p]3oblems,and

in t roduce the  c incept  o f  backuayd.  e r t ,o r  ana lgs is  (w i l k in -

son, 1965). Anong the decompositions we introduce



name

IU

(Gaussian Eli.mination)

QR

I  ^ r +  h ^ d ^ n  r ' l

tr iangularization )

Schur

S.ingular Value
Decompos i t j - on  (S .V .D .  )

whe re  P ,Q

U , R

I

t

used to obtainform

A=LU solution of l inear Equations

determinant

a=QR . soln. to least Squares problen
(linear non degenerate)

. so1n. to l inear Equations
without need to pivot

A=\JKIJ . E Igenva lue S / vectors

A=PXQ'  .  s ingu la r  Va lues

. rank

. distance to singularity

2-norm of matrix

2-norn condition nunber

denote orthogonal natrices

+ r i . n - ! r l  i r  huppr r  L r  ra r r l ju rd r  n raLr  aCeS

" 1o\n'er triangular matrices

.is non-negatj-ve diagonal

In the last section r^re discuss some nunerical aspeccs rn

linear systen theory. The attention is focused on the problem

of cornputing the controllable subspace of a time-invarLant

linear system. It is sho\a'n how some classical nethods fead to

numerical problens and give some recent results giving bounds

on the errors in terns of results from these classical

nethods .



XI

Chapter 7 SOl,tE RECENT DEVELOPMENTS IN ECONOMETRICS

by M. l lcAleer and M. Deistler

In this paper we discuss some of the main recen! developnents

in econonetrics: methods for specification search' in

particular, diagnostic checking and specification testingt

nacroeconomj.c noalell. ing and forecasting; and sone nodels

assoc ia ted  w i th  enp i r i ca l  m ic roeconomics .
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